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ABSTRACT

It was demonstrated that efficient air quality models are very useful tools in forecasting air pollutants. Consequently, in this paper, the influence of exogenous variable (X) related meteorological parameters and correlated toxic gas together with the significant historical PM-10 values was analyzed to formulate the numerical hybrid PM-10 forecast model during high season (January-April) in Chiang Mai Province, northern Thailand. The hybrid model is divided into two stages, dealing firstly with nonlinear transformation through the multilayer perceptron neural network (MLPNN) and radial basis function neural network (RBFNN), and secondly with statistical estimation of the linearly stationary residuals using an autoregressive integrated moving average (ARIMA) and ARIMAX, and denoted by hMLPNN/RBFNN-ARIMA/X model. On the tradeoff between the accuracy using root mean square error (RMSE) and mean absolute error (MAE), and the reliability through Akaike information criterion (AIC) for PM-10 forecasting, the hMLPNN-ARIMA model was identified as the optimal model whereas the hMLPNN-ARIMAX and the hRBFNN-ARIMA model were identified as the sub-optimal model. For further comparison against PM-10 forecast based an adaptive neuro-fuzzy inference system (ANFIS) model, it was indicated that the hMLPNN-ARIMA model provided slightly more accurate but clearly more reliable than that of the ANFIS including the others.
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1. Introduction

Nowadays, the situation of air pollution related to particulate matter less than 10 micrometer in diameter (PM-10) is critical severity for the health of people in upper provinces of northern Thailand. Chiang Mai, the largest city in the north and second-largest city in Thailand, continuously experiences with the pollution related to PM-10. During the high season (around January-April), PM-10 level frequently exceeds the standard level of 120 µg/m³ specified by Thai government pollution control department (PCD). PM-10’s main sources are forest fire and biomass burning. For example only Mae Chaem, one of totally 25 districts of Chiang Mai, produces and burns over 37,000 tons of corncob waste every year. Moreover, Chiang Mai is located in Chiang Mai-Lamphun basin, where smoke from neighboring Myanmar and Lao is prone to settle. The statistical of daily PM-10 behavior at the high season during 2012-2017 monitored by two stations including the provincial hall station (the country side) and the Yuparaj Wittayalai school station (in the city moat area) indicated that the PM-10 level has reached up to 300 µg/m³ (Fig. 1) whereas in Bangkok, the capital city, the PM-10 level is only 40-50 µg/m³. In 2014, PM-10 level has exceeded the threshold level and closely reached to the level of 300 µg/m³ resulting in thousands of people across Chiang Mai area being admitted to hospital for various respiratory illness. In 2015, the PM-10 situation was severely seen by touching of 300 µg/m³ level but also decreased in 2016 because of the climate variability and off-seasonal rains. Therefore, the existing environment may directly affect to PM-10 level.

Since the PM-10 data is usually measured and officially announced in the daily morning to warn the people but this information may not be thoroughly accessible. Consequently, people...
cannot prepare to prevent themselves in advance. The temporal PM-10 forecast model should be implemented together with weather forecast in order to minimize health risks to the public. Previously, most of the PM-10 forecast models frequently use the historical PM-10 value to estimate the PM-10 including multivariate linear regression (MLR) [1] as the linear model, and Neural Networks (NN) [2] as the nonlinear model. In general, NNs performance is better than MLR, but MLR is often employed more than NNs due to its simplicity. Besides, other techniques have extensively been applied and made the comparison among them. Some of these techniques are hybrid MLR and ARIMA [2], ARIMA [3]-[4], hybrid ARIMA and NNs [3], support vector machines (SVM) [5], hybrid ARIMA and SVM [6] and etc.

In the case of PM-10 researches in Chiang Mai, most of them focused on monitoring device implementation which gives more budget support funds. While, existing researches on PM-10 forecasting model still used the conventional regression techniques (e.g., simple linear regression (SLR), MLR [7], grey system model [8]), which were easy to formulate, but the results were unsatisfied. However, the author acknowledges no related research on PM-10 forecasting using nonlinear model or hybrid model except for our previous works [9]-[12] in the series. Early works on PM-10 forecast model using various NNs model such as MLPNN, RBFNN and hybrid of RBFNN and genetic algorithm have already implemented [9]. Overall, they provided accurate forecasting results. Unfortunately, an over-fitting obtained from a learning process is the main disadvantage for NNs as well as the local-trap parameters due to the large structure of the networks, leading to a huge erroneous forecast. To improve the forecast accuracy, hARIMA-NN model was alternately selected and employed to investigate this issue [10]. The forecasting results were demonstrated that it surpassed NNs and ARIMA, respectively. However, the forecast error is considerably high during the high season because of high disturbance and PM-10 variances itself. In this case, the hRBFNN-ARIMA model and hARIMA-RBFNN model were proposed to tackle this problem [11]. The hRBFNN-ARIMA model was identified the best forecast model in this case. To improve the performance of the forecasting model further, the exogenous variable and the modified hybrid algorithm should be considered. Two hybrid models i.e., hARIMAX-RBFNN model and hRBFNN-ARIMAX model were implemented [12]. The forecast results demonstrated that they outperformed the previous models [12] suggesting that the nonlinear model should be firstly captured the non-stationary non-linear component of PM-10 pattern, and the fully linearly stationary residuals can be accurately predicted by the linear model later.

Recently, the hybrid learning of NN and fuzzy inference system or ANFIS was identified as the most accurate models compared to the fuzzy logic model [13]. For PM-10 forecast, it was considered as an efficient tool due to its high accuracy [14]-[15]. However, the most suitable forecast model requires not only for its accuracy but also reliability. The aim of this work is to investigate the accuracy and simultaneous reliability of the hybrid PM-10 forecast models and to compare among them. The different hMLPNN/RBFNN-ARIMA/X forecast models were optimized through the experimental design. The ANFIS model was subsequently implemented for PM-10 forecast to compare with them. The forecasting performance were evaluated by tradeoff between accuracy and reliability through the RMSE, MAE and AIC.
2. Methodology and Method

Data was collected during 2011-2016 for both PM-10 and exogenous variables includes 4 related toxic gas variables (CO, O3, NO2, and SO2) and 4 significant meteorological variables (GW, T, P, and H) provided by the Thailand PCD. The descriptive statistics results of these variables are presented in Table 1. They are divided into 3 parts i.e., training, validating and testing by using the data from 2011-2014, 2015 and 2016, respectively. Four different PM-10 forecast models including Model (1) hMLPNN-ARIMA, Model (2) hRBFNN-ARIMA, Model (3) hMLPNN-ARIMAX and Model (4) hRBFN-N-ARIMAX were implemented and investigated. Their forecast results were compared to existing forecast models. The model implementations were developed using the MATLAB program and all simulations were run on a 2.27 GHz Intel Pentium Core i5 processor with 6 GB of RAM laptop computer. The description of the proposed forecast models was detailed in the next Sub-Section.

<table>
<thead>
<tr>
<th>Measured Parameter</th>
<th>Symbol</th>
<th>Unit</th>
<th>Range</th>
<th>Min.</th>
<th>Max.</th>
<th>Mean</th>
<th>Variance</th>
<th>Relative Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM-10</td>
<td>PM</td>
<td>μg/m³</td>
<td>260.1</td>
<td>29.9</td>
<td>290</td>
<td>42.65</td>
<td>1065</td>
<td>4.09</td>
</tr>
<tr>
<td>Carbon monoxide</td>
<td>CO</td>
<td>ppm</td>
<td>1.9</td>
<td>0</td>
<td>1.9</td>
<td>0.49</td>
<td>0.08</td>
<td>0.04</td>
</tr>
<tr>
<td>Ozone</td>
<td>O₃</td>
<td>ppb</td>
<td>59</td>
<td>5</td>
<td>64</td>
<td>25.68</td>
<td>129.5</td>
<td>2.19</td>
</tr>
<tr>
<td>Nitrogen dioxide</td>
<td>NO₂</td>
<td>ppb</td>
<td>33.6</td>
<td>0.2</td>
<td>33.8</td>
<td>9.43</td>
<td>28.18</td>
<td>0.83</td>
</tr>
<tr>
<td>Sulfur dioxide</td>
<td>SO₂</td>
<td>ppb</td>
<td>16</td>
<td>0</td>
<td>16</td>
<td>0.73</td>
<td>1.0</td>
<td>0.06</td>
</tr>
<tr>
<td>Wind gust</td>
<td>GW</td>
<td>km/hr</td>
<td>54.7</td>
<td>0</td>
<td>54.7</td>
<td>21.0</td>
<td>44.8</td>
<td>0.81</td>
</tr>
<tr>
<td>Temperature</td>
<td>T</td>
<td>Celsius</td>
<td>19.8</td>
<td>19.4</td>
<td>39.2</td>
<td>26.7</td>
<td>8.5</td>
<td>0.43</td>
</tr>
<tr>
<td>Pressure</td>
<td>P</td>
<td>hPa</td>
<td>18.4</td>
<td>964.4</td>
<td>982.8</td>
<td>973.5</td>
<td>11.8</td>
<td>0.64</td>
</tr>
</tbody>
</table>

2.1 The hNN-ARIMA model

The structure of NN model denoted by NN(P, Q, 1) where P is the number of input nodes of the historical PM-10, PM-10, ..., P, Q is the number of hidden nodes and “1” refers to single output node (Fig. 2).

Fig.2 The PM-10 forecast based on hNN-ARIMA model.

The nonlinear solution, Nt, is filtered through the NN in the first stage. The error generated at time t, et, is passed through the linear model in the second stage which is statistically generated through an ARIMA procedure. Once, the correlation of residuals from this model is removed, the hNN-ARIMA model is established. Two different types of this model i.e., the hMLPNN-ARIMA and the hRBFNN-ARIMA model are detailed in the next Sub-Section 2.1.1 and 2.1.2, respectively. 2.1.1 The hMLPNN-ARIMA model

In the first stage, the MLPNN(P, Q, 1) determines Nt which is expressed in matrix-vector form as,

\[ N_t = f \left( W^{(2)} \times g \left( W^{(1)} \times \text{PM} + b^{(1)} \right) + b^{(2)} \right), \]

where PM is the P-column input vector of historical PM-10 data, \( W^{(1)} \) and \( b^{(1)} \) is the Q-by-P weight matrix and the Q-column bias vector between input-hidden layer, respectively, and \( W^{(2)} \) and \( b^{(2)} \) is the Q-row vector and the bias value between hidden-output layer, respectively. From the test, the sigmoid function yielded the lowest RMSE and was selected as an activation function denoted by g, and f referred to a linear transfer function. The parameter of MLPNN, including weights and biases, are tuned by the well-known back-propagation algorithm. The results from the optimization showed that the number of input and hidden nodes equals 1. Then, MLPNN (1, 1, 1) is mathematically expressed explicitly as,
The error \( e \) resulted from (2) is passed to ARIMA model in the second stage. A practical approach to construct the ARIMA model includes three iterative steps i.e., identification, parameter estimation and diagnostic checking. For the model identification, the unit root test by augmented Dickey-Fuller (ADF) test and Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test proved that the data of error is non-stationary. Then, the first differencing \( (d=1) \) was applied and generate \( 1^{st} \) order difference of error \( (\Delta e) \) time series. The autocorrelation function (ACF) and the partial autocorrelation function (PACF) plot of the sample data are the basic tools to identify the order of autoregressive (AR) process, \( p \), and the order of moving average (MA) process, \( q \). Then, the ARIMA\((p, d, q)\) is expressed as,

\[
\Delta e_t = \delta + \phi_1 (\Delta e_{t-1}) + \phi_2 (\Delta e_{t-2}) + \cdots + \phi_p (\Delta e_{t-p})
+ e_t - \theta_1 e_{t-1} - \theta_2 e_{t-2} - \cdots - \theta_q e_{t-q},
\]

where \( \Delta e_t = e_t - e_{t-1} \), \( \delta \) is the constant, \( \phi_1, \phi_2, \ldots, \phi_p \) are the AR parameters, \( e_t \) is the randomly error at time \( t \) and \( \sim \mathcal{N}(0, \sigma^2) \), and \( \theta_1, \theta_2, \ldots, \theta_q \) are the MA parameters.

It is found that 1-time lag of PACF was more than the critical value that implies the \( p \) and \( q \) are basically identified as 1 and 0, respectively, therefore the tentative model was ARIMA\((1,1,0)\). After the identification by numerical estimation, \( \phi_1 \) equals -0.4319 at a 99% confidence interval level of statistical test. An ARIMA model is not sufficient if there are still linear correlations remain in the residuals [16]. Diagnostic checking by Box-Pierce Chi-Square test verified that ARIMA\((1,1,0)\) is sufficient since no correlation of the residuals.

Then, the forecasting PM-10 model at time \( t \), \( \text{PM}_{t}^{\text{forecast}} \), of the hMLPNN\((1,1,1)\)-ARIMA\((1,1,0)\) is expressed as,

\[
\text{PM}_{t}^{\text{forecast}} = \left( \frac{2 \times 0.59}{1 + \exp(3.88 \times \text{PM}_{t-1}^{\text{actual}} + 1.64)} \right) - 0.83 + e_{t-1} + 0.4319\Delta(e_{t-1}) + e_t .
\]

### 2.1.2 The hRBFNN-ARIMA model

In this hybrid model, MLPNN is replaced by RBFNN to estimate \( N_t \) in the first stage. RBFNN has a structure similar to MLPNN except for using Gaussian function as the radial basis activation function, \( a_i \), in hidden nodes. The input variable of RBFNN is the historical PM-10 data of several days. The number of input nodes corresponding to the dimension of input vectors is determined and selected through the optimization. The number of pattern learning of the observation data \((PM_t)\) of \( n \) samples which are fed into \( P \) input nodes and one output node of RBFNN\((P,Q,1)\) generates \( n-P \) types i.e., the \( 1^{st} \) pattern consists of input \([PM_1, \ldots, PM_P]\) and the output is \( N_{P-1} \), the \( 2^{nd} \) pattern consists of input \([PM_2, \ldots, PM_{P-1}]\) and the output is \( N_{P-2} \) and the last pattern consists of input \([PM_{P}, \ldots, PM_t]\) and the output is \( N_t \) which is expressed as,

\[
N_t = \sum_{i=1}^{Q} w_i a_i + \beta_0 ,
\]

where

\[
a_i = \exp \left( \sum_{j=1}^{P} \left( PM_{t-j} - PM_{t-j}^{\text{approx}} \right)^2 / \alpha_i^2 \right) .
\]

\( PM_{t-j}^{\text{approx}} \) is the input for \( j^{th} \) node of an input layer, \( PM_{t-j} \) is the preceding forecast value of \( j^{th} \) input which is used as centre of Gaussian function, \( \alpha_i \) is the spread parameter of \( i^{th} \) node in hidden layer, \( w_i \) is the weight between \( i^{th} \) node in the hidden layer and the output layer, and \( \beta_0 \) is the bias of the output node.

To avoid the over fitting problem, the train and test samples ratio is also first specified. The designed parameters indicated through RMSE criterion showed that the train: test ratio, the number of input and hidden nodes are 80:20, 1, and 2, respectively. Then, RBFNN was represented by RBFNN\((1,2,1)\). Later, the unsupervised learning process as K-mean algorithm [17] solved for the centre and variance of Gaussian function. Finally, the gradient descent algorithm, the supervised learning method, adjusted the weights between hidden and output layer. The RBFNN\((1,2,1)\) is mathematical expressed as,

\[
N_t = -1.5 \times \exp -[-0.32 \times PM_{t-1} + 0.83 \times PM_{t-1}^{\text{approx}}^2] + 0.83 \times \exp -[-0.32 \times PM_{t-1} + 0.83 \times PM_{t-1}^{\text{approx}}^2] - 0.032
\]

206
The residuals from (7) were fed into ARIMA model in the second stage which was constructed similar to the previous Sub-Section 2.1.1. It was found that the ARIMA(0,1,2) is satisfied the statistical test then the hRBRNN(1,2,1)-ARIMA(0,1,2) is hold and expressed as,

\[ PM_{t_{\text{forecast}}}^{t_{\text{forecast}}} = -1.5 \times \exp\left[-(0.32 \times PM_{t-1} + 0.83 - PM_{t_{\text{forecast}}}^{t_{\text{forecast}}})^2 \right] + 0.83 \times \exp\left[-(0.32 \times PM_{t-1} + 0.83 - PM_{t_{\text{forecast}}}^{t_{\text{forecast}}})^2 \right] - 0.032 \]

\[ + e_{t-1} = 0.17 \times (e_{t-2}^{\text{Actual}} - e_{t-2}^{\text{Forecast}}) + e_t \]

\[ (8) \]

2.2 The hNN-ARIMAX model

The hNN-ARIMAX model is mainly composed of two stages (Fig.3). In the first stage, NN operates by using P-time lag of historical PM-10 and significant exogenous variables. The generated residuals together with the selected exogenous variables were provided as the input of ARIMAX model in second stage. Two different types of this hybrid model i.e., hMLPNN-ARIMAX and hRBFNN-ARIMAX were detailed in the next Sub-section 2.2.1 and 2.2.2, respectively.

![Fig. 3 The PM-10 forecast based on hNN-ARIMAX model.](image)

2.2.1 The hMLPNN-ARIMAX model

In this hybrid model, it was resulted that 3-time lag of historical PM-10 and all exogenous variables except for T variable were significant correspond to 1 hidden node. Then, the optimized MLPNN is represented by MLPNN (\(X[7], 3, 1, 1\)), where \(X[7] = [CO, O_3, SO_2, NO_2, G, W, P, H]^T\). The residuals from the MLPNN model were fed into ARIMAX model in the second stage. The procedure of ARIMAX model is similar to that of ARIMA model. Let the L-time lag of the independent K-input variable sequences expressed by \(\{X_1\}, \ldots, \{X_k\}\), and the first difference of residual (\(\Delta e\)) from (3), the ARIMA(p,d,q)X(K) is expressed as follows,

\[ \Delta e_t = \delta + \sum_{j=1}^{k} \mu_j X_{j,t-1} + \sum_{j=1}^{k} \varphi_j \Delta e_{t-j} + \sum_{j=0}^{q} \theta_j e_{t-j}, \]

\[ (9) \]

where \(\mu, \varphi, \) and \(\theta\) denote the coefficient parameters, \(K, P,\) and \(Q\) denote the maximum time lag related to the independence sequences, residuals, and the randomly error, respectively, and \(\delta\) is a constant. From the optimization, it is found that \(L\) equals 1 is sufficient. Following by the ARIMA procedure in Section 2.1, ARIMA (1,1,0)X[7] was satisfied through the statistical tests. The hybrid model was then resulted by hMLPNN((X[7],3),1)-ARIMA(1,1,0)X[7] which is expressed as

\[ PM_{t_{\text{forecast}}} = \left( \frac{2 \times 0.4354}{1 + \exp(-2W_1 \times X - 1.64)) - 0.4354 - 0.318 + e_{t-1} - 0.407,\right. \]

\[ \left. \times \Delta(e)_{t-1} + W_2 \times X + e_t \right) \]

where

\[ W_1 \times X = 1.30 \times CO_{t-1} + 1.09 \times O_{3,t-1} + 0.29 \times SO_{2,t-1} - 1.96 \times NO_{2,t-1} + 0.44 \]

\[ \times GW_{t-1} - 0.97 \times P_{t-1} + 0.48 \times H_{t-1} \]

and

\[ W_2 \times X = 0.22 \times CO_{t-1} + 0.07 \times O_{3,t-1} - 0.01 \times SO_{2,t-1} + 0.95 \times NO_{2,t-1} + 0.15 \]

\[ \times GW_{t-1} - 0.03 \times P_{t-1} + 0.52 \times H_{t-1} \]

2.2.2 The hRBFNN-ARIMAX model

In this hybrid model, it was resulted that 3-time lag of historical PM-10 and all exogenous variables except for T for variables were significances correspond to 10-selected hidden node. Then, RBFNN model is represented by RBFNN((X[7],3,10,1)). The residuals from the RBFNN together with X[7] were continuedly fed into ARIMAX model in the second stage. AR(0)I(1) MA(2)X[7] was satisfied from the statistical tests. Finally, the hybrid model, hRBFNN((X[7],3,10,1))-ARIMA(0,1,2)X[7] is expressed as follow,

\[ PM_{t_{\text{forecast}}} = \sum_{j=1}^{k} w_{j1} \times \exp\left(\sum_{i=1}^{k} w_{ij} X_i + \sum_{k=1}^{k} w_j \times PM_{t-k} + b_j - e_j^t \right) + b_0, \]

\[ + e_{t-1} - 0.1968 \times \left( e_{t-2}^{\text{Actual}} - e_{t-2}^{\text{Forecast}} \right) + W_3 \times X + e_t \]

\[ (13) \]
where a number of $w_i$ and $w_j$ parameters from this model are not shown here, and
\[
W_j \times X = 1.30 \times CO_{2,j-1} + 1.09 \times O_{3,j-1} + 0.29 \times SO_{2,j-1} - 1.96 \times NO_{2,j-1} + 0.44 \times GW_{2,j-1} - 0.48 \times P_{1,j-1} - 1.89 \times H_{1,j-1}.
\] (14)

The forecast results of the proposed hybrid forecast models mentioned above are shown in the next Section with the discussions.

3. Results and discussions

The hybrid forecast models formulated in Section 2 are validated with the testing data in 2015 in order to indicate how well the model has been trained. The forecast results of the Model (1) $hMLPNN(1,1,1)$-ARIMA($1,1,0$), Model (2) $hRBFNN(1,2,1)$-ARIMA($0,1,2$), Model (3) $hMPLNN(1,1)$-ARIMA($1,1,0$)-ARIMA($1,1,0$), and Model (4) $hRBFNN((X[7],3,1),10)$-ARIMA($0,1,2$) are illustrated in Fig. 4-7, respectively. It is indicated that the hybrid forecast Model 1-4 can estimate the high PM-10 very well. Furthermore, it is seen that Model (4) outperforms Model (1), Model (3) and Model (2), respectively.

By using testing data in 2016, the proposed hybrid forecast models were compared to the previous models referenced in [12] including ARIMA($4,1,3$), ARIMA($4,1,3$)$\times 1$, MLPNN($1,1,1$), RBFNN($1,2,1$), $hARIMA(4,1,3)$-MLPNN ($2,1,1$), RBFNN($1,2,1$)-ARIMA($0,1,2$) and $hARIMA(4,1,3)$X(1)-RBFNN($1,3,2,1$). The performance of models is assessed using MAE, RMSE, AIC and the number of model parameters (Table 2). It is found that the $hNN$-ARIMA/ARIMAX model gives the best forecast at the high PM-10 level as well as the overall average whereas the $hARIMA/ARIMAX$-NN model gives the worst forecast. It indicates that the prior processing either linear or nonlinear is the significant issue. Since main pattern of the PM-10 problem is nonlinear and complex then the NN as the nonlinear model should firstly perform and continue with the ARIMA/ARIMAX model as the linear model. However, in general, there is no any theoretical guarantee which model is better because it depends on a particular problem. For ranking the PM-10 forecast models with AIC [18] that seeks a model which has a good fit but few parameters, it is defined as,

\[
AIC = n \log \left( \frac{\sum e_i^2}{n} \right) + 2K,
\]

where $e_i$ is the normally distributed residuals, $n$ is the number of test data, and $K$ is the total number of parameters in the model. The preferred model is the one with the minimum AIC.

Although Model (4) provided the most accurate forecast considered from the RMSE and MAE. However, a number of its parameters caused complexity and high computation time is not suitable and reliable in the real practice. From the model assessment through AIC, it was shown that Model (1), Model (3) and Model (2) are considered as the best model whereas Model (4) is the worst model (Table 2). To forecast 5-day PM-10 (PM10$_{t+1}$, PM10$_{t+2}$ …, and PM10$_{t+5}$) by the Model (1), hybrid MLPNN-ARIMA model, the results showed that it gives accurate and reliable for only 1-day forecast while the forecast trend increasingly saturates for 2-day to 5-day forecast. However it was seen from Table 1 that most of the variables have a wide range of relative change (ratio of variance compared to range) from 0.06 (of $SO_2$) to 4.09 (of PM-10).

The proposed hybrid forecast model based on one rule describing the dynamic change of the input variables probably would not be sufficient to provide the most accurate forecast. To complete our work, the forecast model based on an ANFIS model was further implemented to compare the performance against the $hMLPNN$-ARIMA model as the best model and others.

Fig. 4 The validated results from the Model (1), $hMLPNN(1,1,1)$-ARIMA($1,1,0$).
The ANFIS structure is obtained by embedding the fuzzy inference rules into the framework of adaptive networks [19]. For 5-day PM-10 forecast i.e., \(PM_{i+1}, \ldots, PM_{i+5}\), five different ANFIS models used the historical P-time lag PM-10 \((PM_{i}, \ldots, PM_{i-P})\) and exogenous variables, \(X = \{CO, O_3, SO_2, NO_2, GW, P, T, HT\}^T\) as the input variables and the number of membership functions (MFs) is \(N_{PM_{i+1}}, \ldots, N_{PM_{i+5}}, N_{CO}, \ldots,\) and \(N_{HT}\), respectively. It gives the output as the \(PM_{i+1}\) where \(i = 0, \ldots, 4\). The ANFIS model typically includes 5 layers in which nodes of the same layer have similar MF.
(Fig. 8). The stepwise procedures are detailed as follows,

- **Layer 1**: The input variables are normalized to the range \([0, 1]\).

- **Layer 2**: The adaptive nodes consisted of Gaussian MFs (GMF) transforms the crisp of input variable to the degree of MF \((\mu)\) of fuzzy set \(PM_{t-1} = \{NB, NS, ..., PS, PB\} \) 
  \[ H = \{NB, NS, ..., PS, PB\} \] which are denoted by \(\mu_{PM_{t-1}}, ..., \mu_{H} \), respectively.  

  where \(x\) is the fuzzy variable, \(x \in \{NB, NS, ..., PS, PB\}\) and NB, NS, PS and PB are referred as negative big, negative small, positive small and positive big, respectively.

- **Layer 3**: The number of constructed IF-THEN rules, \(N_{rule}\), is \(N_{PM_{t-1}} \times ... \times N_{PM_{t-P}} \times N_{CO} \times ... \times N_{H}\). For the first-order Sugeno fuzzy, the fuzzy rule is shown for example below:

  **Rule i**: IF \(PM_{t-1}\) is NB and \(\ldots\) and \(PM_{t-P}\) is NB and,  
  THEN \(\theta = p_1(\text{PM}_{t-1}) + \ldots + p_P(\text{PM}_{t-P}) + \ldots + p_H(H) + p_0\).

  The number of system parameters is \((N_{PM_{t-1}}) + \ldots + N_{PM_{t-P}} + N_{CO} + \ldots + N_{H}) \times (2 + N_{rule})\) including GMFs parameters (centre, \(c\) and variance, \(\sigma^2\)) and consequence parameters \((p_1, \ldots, p_P, p_H, \text{ and } p_0)\).

- **Layer 4**: For the rule premise evaluation, the product for \(T\)-norm (logical and) is chosen and resulted the weight values as 

  \[ w_j = \mu_{PM_{(t-1)}} \times \ldots \times \mu_{PM_{(t-P)}} \times \ldots \times \mu_{H} \]  

  where \(j = 1, 2, \ldots, N_{rule}\).  
  The consequence rules corresponding with the weight values are posed to the layer 5 for the implication evaluating.

- **Layer 5**: The forecast output is averagely calculated by 

  \[ PM_{t+j} = \frac{\sum_{j=1}^{N_{rule}} w_j \theta_j}{\sum_{j=1}^{N_{rule}} w_j} \]

  (17)

  Fig. 8 The PM-10 forecast based on ANFIS model.

  Fig. 9 A 5-day PM-10 forecast by using the optimal hMLPNN-ARIMA model.
The outputs of the adaptive nodes depend on the adjusted parameters which should be iteratively adjusted to minimize the error through the learning rule. For evaluation by ANFIS editor in MATLAB program, a large number of parameters and also the MFs can lead to very slow convergence or terminated program. To optimize the ANFIS through the experimental design, it was found that the significant variables for 1-day forecast is \( \{ PM_{t-1} \) and \( H \) \} and for 2-5 days forecast are \( \{ PM_{t-1}, T \} \).

To construct the ANFIS model, the number of MFs of \( PM_{t-1}, H \) and \( T \) were set to 5 corresponds to 25 fuzzy rules. The number of system parameters according to 25 rules yields \( 2 \times 5 + 2 \times 5 + 3 \times 5 \times 5 = 95 \) parameters which were adjusted through a hybrid learning rule combining the BP gradient descent and a least-squares method. By using the test data in 2016, the ANFIS gives the forecast performance slightly less than that of the \( hMLPNN-ARIMA \) (Fig.9-10) and requires more cost computation and a number of parameters. The execution time of forecast Model 1-4 is less than a second since they have exactly closed-form expressions referred to (2), (8), (10) and (13), respectively. However, the different complexity in those models, Model 4 takes more execution time than Model (3), (2) and (1), respectively. While the ANFIS model related to the fuzzy IF-THEN rules transformations and has not exactly closed-form expression requires more running time of program 3-4 times that of the hybrid Model 1-4.

For the application, the optimal hybrid PM-10 forecast model was online embedded through some application software beneficial for the people in Chiang Mai and nearby to instantaneously get the information and prepare in advance.

4. Conclusions

This work presents the various methodologies to formulate the PM-10 forecast model during high season in Chiang Mai (Thailand). The single models including, ARIMA, ARIMAX, MLPNN and RBFNN and
In the future, one possible extension of this research is to improve the forecast model by including hotspot as the other exogenous variable since it was demonstrated the great impacts of the burning in this area which is evident through the correlation between the hotspots, counted from Terra and Aqua MODIS (Moderate Resolution Imaging Spectroradiometer) and PM-10 level (Fig. 11). In addition, the forecast is extended for the other upper provinces in Northern Thailand where PM-10 produce great impacts on human health.
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